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Summary

• Objective: 
• Abstractive summarization using attentional encoder-decoder  

RNNs

• Main Contributions:
• Modeling keywords
• Explicitly capturing syntactic hierarchy
• Decoder able to emit rare or unseen words

• State-of-the-art performance (2016)
• Creating and benchmarking dataset for multi-sentence 

summary summarization



What is abstractive text 
summarization
• Generating summaries (a few short sentences) that 

capture the salient ideas of the text
• Abstractive: not a mere selection of existing sentences 

but a compressed rephrasing with potentially unseen 
words
• Why not just use MT seq2seq?
• Short target summary
• Target summary does not necessarily depend on source length
• Summarization is lossy (optimally compress) vs. lossless in MT
• Strong almost one to one word alignment in MT and not in 

summarizaton



Attentional Encoder-Decoder RNN 
with LVT
• They adopt the Bahdanau (2014) MT seq2seq model
• Encoder: bidirectional GRU
• Decoder: 
• unidirectional GRU 
• attention over source hid.
• Softmax over target vocab

• Same hidden size for encoder and decoder
• Jean (2014) LVT, target vocab:
• Source words of each batch + high frequency target words 

until cap



Feature rich decoder

• Identifying key concepts an entities
• POS tags
• NER tags
• TF and IDF stats
• Embedding dictionary for vocabulary of each tag types
• Continuous features (TF/IDF)  categorical by discretized 

into fixed # of bins. Bin# = one-hot encoding
• Concatenate all the embeddings
• Target only word-based embeddings



Feature rich decoder



Rare/Unseen Words 
(generator/pointer switch)
• Keywords or named entities in the test document can be unseen 

or rare with respect to training data
• And dec vocab is fixed at training so dec cannot omit these rare/

unseen words
• Common solution: emit “UNK” token
• Better solution: pointer network
• Switch decides between generator/pointer at each time step
• Switch 1: generator
• Switch 0: pointer

• Switch: sigmoid activation over the entire available context at 
each time step



Generator/Pointer Switch

i = decoder timestep
hi = hidden state
E[Oi -1] = embedding vec of emission from previous time step
ci = attention weighted context vector
Ws are switch parameters



The Pointer

• Pointer = same attention dist over source [j over source document]

• Pi = the pointer value at ith position in the summary
• hjd = encoder hidden state at position j
• At training the model will have explicit training information whenever summary word 

not in dec vocab
• When the same OOV in more than one positionpoint to 1st occurrence position.



Pointer network optimization

• Optimize conditional log-likelihood with additional 
regularization

• y and x are doc and summary words

• gi is an indicator function = 1 for OOV at position i and 

• At test time thy use P(si) to decide. (argmax of posterior 
of gen/point)



Pointer Illustration 



Hierarchical Doc Structure with 
Hierarchical Attention
• Useful datasets where the source document is long
• Two-level importance model using 2 bidirectional RNNs on source
• Word level attention re-weighted by corresponding sent level 

attention

• s(j) is the ID of the sent at jth position
• Concatenate positional embeddings to the hid state of sent RNN



Hierarchical Attention Mechanism



Results on Gigaword corpus



Results on DUC



Results on CNN/DM Corpus



Good Quality Summarization



Poor Quality Summarization
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